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Problem Handling Complex Motions Results
Synthesize a motion blurred image from two sharp images. Our line prediction network is better able to handle complex motions than previous methods. Performance on our evaluation dataset captured using real slow motion videos.
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Applications Contributions
Photography, timelapse, rendering, cinematography, 1) Novel line prediction network with
synthesizing deblur training data. state-of-the-art motion blur performance:

& 4dB higher quality than optical flow.

& 2,500x faster than frame interpolation.

2) Procedure for generating massive
amounts of motion blur training data.

Our Model Optical Flow (PWC-Net) [4]
3) Small ground-truth motion blur

Unwanted Motion Blur Purposeful Motion Blur i
dataset for evaluation.

While motion blur is unwanted in some cases,
skilled photographers, animators and filmmakers
use purposeful motion blur to convey motion.

Training Data Generation

We recursively interpolate video frames and average to produce motion blur pseudo-ground truth.

Line Prediction Network

We learn lines with varying weights along which to blur each pixel.
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